A SIMILARITY MEASURE FOR ANALYZING HUMAN ACTIVITIES USING HUMAN-OBJECT INTERACTION CONTEXT
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ABSTRACT
Understanding the context of human-object interactions plays an important role in human activity recognition. Modeling the interaction context is a challenging problem due to the large number of possible objects in the scene and the large number of ways these objects may seem to relate to human activities taking place in the scene. In addition, providing labeling information of the object and human body parts is a very difficult and labor intense part of the training process. In this paper, we use a new class of kernels for image/video data as an extension of string kernels for 2 and 3 dimensional signals to model the human body parts and objects interaction context. In contrast to similar works, the proposed method does not require labeling of the human body parts and objects in the scene for the learning process, making it more practical when dealing with large datasets. Our experimental results show that the proposed kernel efficiently models the context of human-object interactions in image/video sequences and results in improved performance when compared to state-of-the-art methods.

1. INTRODUCTION
Human action recognition has received a vast amount of attention from the research community in the past decade. Having an accurate action recognition algorithm plays an important role in a wide range of applications, such as video surveillance, occupant monitoring in smart homes, or even in social networks and search engines [1]. The main bottleneck in human action recognition systems is training a model to discriminate between various actions while variations in the action style, surrounding objects and background are present.

In analyzing human actions in a video sequence, motion information is the most commonly visual cue used. In addition to motion cue, other visual cues have been used for action recognition, such as body structure and pose [2-4] as well as interactions between body-parts and surrounding objects [5, 6]. It has been shown that modeling the context of human-object interactions plays an important role in the human visual systems operation [7]. Using human-object interaction cues for modeling human action results in achieving considerable improvements [5, 8-10], especially in the case of human action recognition using still images, where the motion cue is not available [5, 6].

In this work, we propose a learning model, which uses an extension of a string kernel [11] to measure the similarity between different human body parts and objects. One important contribution of this method is that unlike other previously proposed methods, body-part and object annotations are not directly used in the action modeling procedure, making this approach more affordable to train the algorithm for new large datasets. Performance evaluations showed that our method outperforms existing state-of-the-art methods when applied to elaborate datasets that represent realistic life-like scenarios resulting in true and valuable human action recognition.

The rest of the paper is organized as follows: Section 2 provides an overview of existing methods, Section 3 introduces our proposed approach, Section 4 discusses our experiments for evaluating the performance of our proposed approach, and conclusions are drawn in Section 5.

2. OVERVIEW OF EXISTING METHODS
Recently, human-object interaction cues have received a lot of attention when designing systems for understanding human actions in a still image [5, 8-10]. For example, in a drinking scene, it is very probable to observe a hand-hand or hand-head close to a cup or a glass. In this regard, Delalire et. al. use pre-trained body-part and object detectors (instead of using standard local features such as HOG) to build a co-occurrence model and a sparse SVM for classifying human actions in still images [5]. Due to the occlusion and the small size of the objects in a scene, the output of the object and body part detectors is usually noisy and methods that are only based on detectors (e.g., [5]) may not be able to correctly detect all the elements in the image. To solve this problem, Yao et. al. propose a method to simultaneously detect objects, human-body parts, human poses, and human actions in the input image [6]. The main idea behind this is that object locations and human poses are correlated and, thus, recognizing one facilitates the recognition of the other and vice versa. Consequently, these priors can result in a better action classifier. A conditional random field is used in [6] to model this correlation and use it human action recognition.

In contrast to still images, human-object interaction cues have not been used widely for human action recognition in video sequences. In [8], Prest et. al. propose an approach for modeling human actions using human-object interactions in realistic videos. Their proposed method first extracts features from the video frames and then uses a human detector and object detectors to detect the human and objects in the scene. Using a tracker, the algorithm tracks detected objects and humans. Finally, the relative motions of humans and objects in a video sequence are used as a
highly discriminative cue for learning to recognize the human actions in the scene.

Object detectors and human body parts detectors are the essential parts of many human-object interaction modeling techniques in both image and video signals [5, 6, 8–10]. Using such detectors, though, in order to recognize human actions in video sequences is not straightforward. The first challenge is that applying a large number of detectors on a video sequence is a computationally intensive task, which in turn limits the feasibility of using these algorithms for real-time applications. In addition, training accurate detectors for human body-parts and objects in the scene requires large amount of labeled data, a highly labor-intensive task. Although large labeled-image datasets are available, such as ImageNet [12] and Pascal VOC [13], it has been shown that detectors trained with still images have limited performance in dealing with video data [14]. In this work, we propose an extension for string kernels to model the human-object interaction in image and video signals.

3. PROPOSED METHOD

Many machine learning techniques such as neural networks and decision trees operate on data points after transferring them into a feature space (i.e., feature extraction) and build a hypothesis on the data representation on the feature space. Mapping the data into the feature space for many signals such as text, image, and video is not a trivial task and many feature extraction techniques have been proposed to deal with this problem.

Kernel methods provide an alternative approach for mapping the data into the feature space. Kernel methods work based on kernel functions, which calculate the inner product (which can be interpreted as a similarity measure) of two samples of the data in a high dimensional space (feature space). Many learning algorithms (such as Support Vector Machine (SVM)) can be re-written in a way that data points only need to appear inside of the kernel function, hence there is no need to map the data into the feature space implicitly [15].

Bag-of-Words (BoW) is a simple and well known approach for mapping the text data into a high dimensional feature space, which can also be modified to be used with visual data. The main bottleneck of BoW-based approaches is that BoW ignores all the ordering information between words in the sequence or between visual words in visual data. Many techniques such as Pyramidal Spatial Matching have been proposed to deal with this issue and preserve the spatial information [16].

In the following subsections, we describe our proposed method in detail. Since the proposed method can be describe as an extension for string kernels, we first describe in subsection 3.1 the string kernel proposed in [11]. Then, in subsection 3.2, we introduce an extension for this string kernel for still images (2-D signals) and video sequences (3-D signals).

3.1. String Kernel

Many signals such as human speech, web data, and DNA sequences can be modeled as strings and text data. In [11], Lodhi

\[
\begin{array}{cccccccc}
 & c-a & c-t & a-t & b-a & b-t & c-r & a-r & b-r \\
g(cat) & \lambda^2 & \lambda^2 & \lambda^2 & 0 & 0 & 0 & 0 & 0 \\
g(car) & \lambda^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
g(bat) & 0 & 0 & 0 & 2^2 & 2^2 & 0 & 0 & 0 \\
g(bar) & 0 & 0 & 0 & 2^2 & 2^2 & 0 & 0 & 0 \\
\end{array}
\]

Figure 1. The feature space for the string kernel where the dataset has four data points \{cat, car, bat, bar\} and \(\lambda=2\).

3.2. Extended String Kernel

In our proposed method, a kernel function is designed for measuring the similarity between two images or two video clips. This kernel function captures local co-occurrence of the patches in the data point, which can be interpreted as human-object interaction in human action recognition applications.

To calculate the proposed kernel function, in a similar fashion to BoW, we first detect feature points and we extract feature vectors (i.e., SIFT or SURF features can be used for image data,
and HoG3D or STIP features can be used for video data). Then, using an unsupervised clustering algorithm (e.g., k-means), we can build a codebook and construct visual words.

In the second step, a sliding window (width of $W$) is moved through the image or video clip. At each position, the collection of visual words is collected as mini-visual-bags (MVB). Note that we consider these mini-visual-bags as sets of visual words, so we only keep one version of each set and ignore the relative geometry of the visual words in the set. This gives some degree of rotation/scale invariance to the similarity measure.

By collecting all MVBs for each data point, we can model the information regarding to the context of the spatial interaction between different parts of an image or the context for spatiotemporal interactions between different parts of a video clip. We can define a similarity measure between two data points as follows:

$$K_s(X_i, X_j) = \sum_{M_i \in X_i} \sum_{M_j \in X_j} \text{SIM}(M_i, M_j)$$  \hspace{1cm} (3)

where $X_i$ and $X_j$ are two sets of MVBs and SIM($M_i$, $M_j$) is a similarity measure between two MVBs. Since MVBs are sets of visual words, a similarity measure between two sets can be used to calculate SIM. In particular, the similarity of two sets in this context is the relative size of the intersection of the sets, which is similar to the decay factor in the string kernel in [11]. In this paper, we use Jaccard index (Jaccard Similarity coefficient) for measuring the similarity of two sets, which can be calculated as the ratio of the cardinality of sets intersection and sets union:

$$\text{SIM}(M_i, M_j) = \frac{|M_i \cap M_j|}{|M_i \cup M_j|}$$  \hspace{1cm} (4)

Since the number of MVBs changes between different data points, the value of $K_s(X_i, X_j)$ varies in a large range. Therefore, as suggested in [11], we use a normalized version of the similarity measure $K_s(X_i, X_j)$ for generating the results:

$$K_s(X_i, X_j) = \frac{K_s(X_i, X_j)}{\sqrt{K_s(X_i, X_i)K_s(X_j, X_j)}}$$  \hspace{1cm} (5)

For this type of kernels, it is easy to show that Mercer’s theorem is satisfied, because the kernels are defined directly based on an inner product.

Our proposed similarity measure between two sets of MVBs in (3) calculates the sum over all pairwise similarity measures of MVBs belonging to $X_i$ and $X_j$. This means that in (3) the similarity of each MVB in $X$ appears multiple times in $K_s(X_i, X_j)$. However, it is more reasonable to assume that each MVB appears at most one time in the calculation of the kernel, because one MVB can at most be matched with one MVB in the other image/video. To satisfy this notion, we propose a new similarity measure based on the Maximum Weight Matching between two sets of MVBs. In this approach, we build a bipartite graph, in which vertexes in the left side of the graph represent the MVBs in the first set and vertexes in the right side of the graph represent MVBs in the second set. In this graph, the weight of the edge between two vertexes $M_i$ (in the left side) and $M_j$ (in the right side) is defined as $\text{SIM}(M_i, M_j)$. By finding the maximum weight matching for this graph, each MVB in the first data point will be matched to at most one MVB in the other data point. Figure 2 demonstrates different ways of calculating the proposed similarity measure. In this figure, each vertex in the left side represents one MVB in the first image and each vertex on the right side represents one MVB in the second image. Edges in this graph represent the similarity scores (SIM) between different MVBs from the first image and the second image. Please note that edges with weight zero are not shown in this graph.

The maximum weight matching problem can be written as a mixed integer linear program:

In general, solving a mixed integer linear program is a NP-hard problem, while the best known exact algorithm for solving the maximum weight matching is $O(n^4)$, where $n$ is the number node (visual mini-bags) in the graph [17].

In the scale of our problem (where $n$ is typically in the range of 500 to 2000), it is not feasible to use an $O(n^4)$ algorithm. Thus,

$$K_m(X_i, X_j) = \text{Max} \sum_{M_i \in X_i} \sum_{M_j \in X_j} m_{ik} \cdot \text{SIM}(M_i, M_j)$$  \hspace{1cm} (6)

Subject to:

$$m_{ik} \in \{0, 1\}$$

$$\forall M_i \in X_i \sum_{M_j \in X_j} m_{ik} \leq 1$$

$$\forall M_k \in X_j \sum_{M_i \in X_i} m_{ik} \leq 1$$

to report the results in this paper, we use a 2-approximation greedy algorithm [18] to calculate the new similarity measure, $K_m(X_i, X_j)$, based on the maximum weight matching of the bipartite graph.

4. EXPERIMENTAL RESULTS

In our study, we investigate the performance of our proposed method and compare it with the state-of-the-art human action recognition methods. In subsection 4.1. we provide more details on the implementation aspects of our experiments while in subsection 4.2. we present the databases we used for our experiments and compare the results of our approach with those of other methods.

4.1. Implementation details

In this work, we use the SURF (Speeded Up Robust Features) [19] feature as implemented in the OpenCV library for extracting features from still images. STIP [20] from the executable provided by [21] is used for feature extraction in video clips. The SPAMS (SPArse Modeling Software) library is used for NNSC implementations [22]. The number of visual words in the NNNS dictionary is fixed to 2000 (for the Sport Dataset [23]) and 8000 (for the other two datasets). For other parameters we follow the recommendations in [24]. An implementation of the Support Vector Machine (SVM) and k-means from the Scikit-learn library [25] are used. For learning the codebook for the proposed kernel, we search for the size of the codebook in the range of 100 to 1000 and report the highest accuracy in each experiment.

4.2. Datasets and experimental results

In this paper, we evaluate our proposed method using three human action datasets, one dataset of still images and two datasets of video sequences.

5.1. The DMLSmartahome dataset [26]: The DMLSmartActions dataset is the most comprehensive and challenging dataset for human action recognition in a home environment. This dataset contains twelve different actions performed by 17 subjects (6 females and 11 males), which are common in people’s day-to-day life in home environments (clean-table, drink, drop-and-pickup, fell-down, pick-something, put something, read, sit-down, stand-up, use-cellphone, walk, and write). This dataset contains complex actions, a large number of subjects, and complex backgrounds compared to the Gupta Video dataset (also tested - see below) [28].

For this experiment, we use only the high-definition streams in the dataset (leaving out the depth and RGB information). In our tests we use a combination of the method presented in [24] and a SVM
with the proposed kernel function. For fair comparison with other methods presented in [24, 26], we use LOO (Leave-One-Out) for cross validation. The window size for calculating the kernel is 32x32 in the spatial domain and 15 frames in the temporal domain. Table 1 shows the accuracies achieved by the different algorithms using this dataset. We observe that the highest accuracy is achieved when the proposed human object interaction model is combined with the approach from [24]. Note that our method outperforms even the Meta Learning method by 2.7%, despite the fact that the latter is also using depth and RGB information (in addition to HD data). This is a significant achievement as the dataset used here is very detailed, representing very accurately a significant number of life-like actions found in a smart home environment. We believe that by using the depth and RGB information in the future, our method has the potential to achieve much higher accuracy.

4.2.2. Gupta Video dataset [28]: This video dataset contains six actions (drinking-from-a-cup, spraying-from-a-bottle, answering-a-phone-call, pouring-from-a-cup, and lighting-a-flashlight). Once more, to report the results, we use a combination of the method from [24] and a SVM with the proposed kernel function. The window size for calculating the kernel for this dataset is 16x16 in the spatial domain and 8 frames in the temporal domain. Table 2 demonstrates the achieved accuracies by two of the state-of-the-art algorithms (presented in [8] and [28]) on this dataset. We observe that in this case, the overall accuracy of our proposed method matches that of two other state-of-the-art methods [8, 28]. The reason for having equal (and very high) accuracy is that this dataset is a fairly simple dataset compared to the DMLSmartActions dataset [26], and all methods manage to accurately recognize a set of simple actions. This supports our claim that the proposed method can capture the useful information in the video signal without accessing extra labeling information and at the same time despite its simplicity not sacrificing accuracy.

4.2.3. The Sport dataset [23]: The sport dataset is used for evaluating the proposed kernel function for modeling human-object interaction in still images. This dataset contains six sport activities (tennis-forehand, tennis-serve, volleyball-smash, cricket-defensive shot, cricket-bowling and croquet-shot) and fifty examples from each action. We chose to test our method for still images to show its versatility and capability to be a promising foundation for a much more advanced and accurate method in the future. For a fair comparison with the performance of the proposed algorithms in [6, 23], we follow the recipe from [23] and use a 30-20 split for training and testing. Our proposed method outperforms all the other methods by a range of 1.6% to 34.6%. It is worth noting that the algorithms presented in [6, 23] have access to the object and human body part annotations, while our proposed method did not use this annotation data. Table 3 shows the achieved accuracies for the sport dataset [23]. In this case, we use the combination Spatial Pyramid Matching [16] with a grid size of 3x3 and non-negative sparse coding and max-pooling, plus a SVM with the a proposed kernel function with maximum weight matching and window size of 16x16. We observe that our technique outperforms the state-of-the-art methods for still images for this dataset. The state-of-the-art method [31] uses a latent SVM [29] for learning the actions, which explicitly models the human object interactions. Overall, our method shows to be a promising new approach and has the potential to lead to higher accuracy if additional data such as depth and skeleton information is used in a future more advanced implementation.

5. CONCLUSION

In this work, we proposed a new human action recognition approach that is based on using a kernel function for measuring the similarity of two images or two video sequences by calculating the similarity of the interactions between objects and human body parts. The main bottleneck for applying previously proposed methods for modeling these interactions is that they usually need to have access to labeling information for object and body parts in the input space. The main contribution of the proposed method is that it is independent of this labeling information. Thus, in situations like action recognition for video signals where providing such information is very difficult and labor intensive, the proposed method still can model actions based on interactions between human body parts and their surrounding objects.

We examine our proposed method on one image dataset and two video datasets. Our experimental results drawn from using these datasets, support our method outperforms the existing state-of-the-art methods when applied to elaborate datasets that represent realistic life-like scenarios resulting in true and valuable human action recognition.
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### TABLE 1. Achieved accuracies of different algorithms on the DMLSmarthome dataset [26]

<table>
<thead>
<tr>
<th>Algorithm name</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM with k-means [30]</td>
<td>54.7%</td>
</tr>
<tr>
<td>Meta Learning (RGB+Depth) [27]</td>
<td>77.2%</td>
</tr>
<tr>
<td>SVM with NNSC [24]</td>
<td>58.2%</td>
</tr>
<tr>
<td>SVM with the proposed kernel</td>
<td>62.6%</td>
</tr>
<tr>
<td>Overall (SVM-NNSC + Proposed Kernel)</td>
<td>79.9%</td>
</tr>
</tbody>
</table>

### TABLE 2. Achieved accuracies of different algorithms on the Gupta Video dataset [23]

<table>
<thead>
<tr>
<th>Algorithm name</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yao et. al. [6]</td>
<td>83.3%</td>
</tr>
<tr>
<td>Gupta et. al. [23]</td>
<td>78.9%</td>
</tr>
<tr>
<td>Delaitre et. al. [31]</td>
<td>85.1%</td>
</tr>
<tr>
<td>Bag of Words (Linear SVM)</td>
<td>52.5%</td>
</tr>
<tr>
<td>Spatial Pyramid Matching (SPM) [16]</td>
<td>73.3%</td>
</tr>
<tr>
<td>SVM with the proposed kernel</td>
<td>67.5%</td>
</tr>
<tr>
<td>Overall (SPM+Proposed Kernel)</td>
<td>86.7%</td>
</tr>
</tbody>
</table>

### TABLE 3. Achieved accuracies of different algorithms on the Sport dataset [23]

<table>
<thead>
<tr>
<th>Algorithm name</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gupta et. al. [28]</td>
<td>93%</td>
</tr>
<tr>
<td>Prest et. al. [8]</td>
<td>93%</td>
</tr>
<tr>
<td>SVM with NNSC [24]</td>
<td>83%</td>
</tr>
<tr>
<td>SVM with the proposed kernel</td>
<td>87%</td>
</tr>
<tr>
<td>Overall (SVM-NNSC + Proposed Kernel)</td>
<td>93%</td>
</tr>
</tbody>
</table>
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